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1  Design and analysis of field trials Ͱ 1. Practical guidelines 

Introduction 

Field trials are used to evaluate genotypes for multiple target traits and to estimate or predict 

their genetic values. Measures of different types of genetic value are essential to select 

crossing parents for population improvement and candidate varieties for product 

development. Therefore, well-designed field trials and robust statistical analyses lay the 

foundation for high rates of genetic gain. 

Considering the large variety of experimental designs and the complexity of the various 

analysis models, staying on top of good practice approaches can be challenging. Optimally, 

design and analysis is planned with a biometrician. Many programs, however, do not have 

access to full-time biometric support. Breeders then have to carry out the trial design and 

data analysis themselves - usually besides numerous other tasks - which often requires a 

pragmatic and time-efficient approach to conducting field trials.  

This manual provides guidelines for the design and analysis of plant breeding trials for 

breeders who find themselves in this situation. While not necessarily aiming for the optimal 

RU�ȊEHVWȋ�DSSURDFK��these guidelines ensure generally robust and accurate field trials while 

helping to avoid major mistakes. In particular, we focus on early-stage and late-stage testing 

and differentiate between across-location and within-location designs. We also give 

recommendations on check / replication strategies, on the analysis of (multi-environment) 

field trial data, and on modeling genotype-by-environment (GxE) interaction.  

Additionally, a brief introduction to the theoretical background of field experimentation, 

multi-environmental trials and GxE interaction is given in Design and analysis of field trials Ȃ 

2. Theoretical background. This introduction provides a basic understanding of the theory 

and concepts necessary to follow the guidelines presented below.  

 

https://excellenceinbreeding.org/toolbox/tools/eib-breeding-scheme-optimization-manuals/field-trials-2
https://excellenceinbreeding.org/toolbox/tools/eib-breeding-scheme-optimization-manuals/field-trials-2
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Recommendations for the design of plant breeding 
trials 

Different breeding objectives require different trial designs 

Based on the objective of plant breeding trials, we can distinguish between early-stage trials 

and late-stage trials.  

Early-stage plant breeding trials usually test hundreds to thousands of genotypes with 

limited seed or planting material available in one or a few locations. Replication of some or 

all genotypes is often not possible. The main objective of early-stage testing is to select those 

genotypes which improve the population for multiple key traits. In a breeding program that 

is optimized for short generation intervals, early-stage trials serve two purposes: 

x Selection of crossing parents which ensure high and sustainable genetic gain. 

x Advancement of superior genotypes to late-stage trials.  

Late-stage plant breeding trials usually test a relatively low number of advanced genotypes 

at multiple locations, referred to as multi-environment trials (METs). The main purpose of late-

stage testing is prediction of the true value of the tested genotypes within the target 

population of environments (TPE) for all traits included in the product profile. In a breeding 

program that is optimized for short generation intervals, late-stage trials focus on variety 

development1. Selection of candidate varieties is usually conducted relative to one or several 

benchmark varieties.  

Early-stage and late-stage plant breeding trials usually differ with regard to their 

experimental designs. To manage the different numbers of genotypes, replicates and 

 
1 While selection of parents in late-stage trials (and sometimes even recycling of old varieties) is still 
common practice in many plant breeding programs, we advocate the adoption of strategies which 
strictly implement selection of new parents at early testing stages 
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locations in early-stage and late-stage trials, various across-location (MET) designs and 

within-location designs can be used (Table 1). 

The across-location (MET) design of a trial is characterized by the number and type of test 

locations. The objective of testing in multiple locations is to obtain an accurate prediction of 

D�JHQRW\SHȇV�WUXH�YDOXH�ZLWKLQ�WKH�HQWLUH�73(�EDVHG�RQ�WKH�VDPSOHG�WHVW�HQYLURQPHQWV� 

The within-location design of a trial is characterized by the number of the tested genotypes, 

the number of (in)complete replicates, and the arrangement of genotypes within replicates. 

Within-ORFDWLRQ�GHVLJQV�DUH�XVHG�WR�REWDLQ�DQ�DFFXUDWH�SUHGLFWLRQ�RI�D�JHQRW\SHȇV�WUue value 

ZLWKLQ�WKH�WHVWHG�ORFDWLRQ��ΖQ�DQ�0(7��WKH�SUHGLFWLRQV�RI�D�JHQRW\SHȇV�WUXH�YDOXH�ZLWKLQ�WHVWHG�

locations are combined to obtain a prediction of the true value across the entire TPE. 

 

Table 1. Classification of across-location and within-location designs. 

Across-location design Within-location design  

x Single location 

x Multiple locations (multi-

environment trial; MET) 

x Fully replicated 

x Partially replicated (P-rep) 

x Unreplicated 

 

In this manual, we will present guidelines for the design and analysis of early-stage and late-stage 

breeding trials. While there is no clear-cut differentiation between early-stage and late-stage trials, 

we consider this classification helpful to provide breeders with general recommendations on how 

to design robust and accurate field trials at different stages of a breeding program. We assume 

that most breeders are somewhat familiar with this classification and will be able to translate the 

concept of early-stage and late-stage testing into their breeding programs. 
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Across-location design of plant breeding trials 

Multi-environment testing to increase the repeatability of a genotype 

The objective of testing in multiple locations is to obtain an accurate prediction of a 

JHQRW\SHȇV�WUXH�YDOXH�ZLWKLQ�WKH�HQWLUH�73(��7R�DFKLHYH�WKLV��genotypes should be tested in 

as many locations as possible.  

From the equation of the repeatability (or broad-sense heritability; Equation 1), we learn that 

increasing the number of test locations is always advantageous over increasing the number 

of replicates within locations (assuming a well-defined TPE). In particular, we see that: 

x Increasing the number of locations (nEnv) increases the repeatability (H2) through 

reduction of the GxE interaction variance (ீߪ௫ாଶ ) and the residual variance (ߪଶ). 

x Increasing the number of replicates within locations (nRep) increases the repeatability 

(H2) only through reduction of the residual variance (ߪଶ). 

 

ଶܪ ൌ
ଶߪ

ଶߪ
ൌ

ଶߪ

ଶߪ 
௫ଶߪ

ݒ݊ܧ݊ 
ଶߪ

ݒ݊ܧ݊ כ ܴ݁݊

 

Equation 1 

Where: 

 .ଶ  is the repeatability (broad-sense heritability)ܪ

 .ଶ  is the genetic varianceߪ

 .ଶ  is the phenotypic varianceߪ

௫ଶߪ   is the genotype-by-environment (GxE) interaction variance. 

 .ଶ  is the residual varianceߪ

nEnv  is the number of environments (locations or year x location combinations). 

nRep  is the number of replicates within environments. 
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An increase in repeatability is more or less equivalent to an increase in selection accuracy. 

The increase in repeatability resulting from testing in more locations, however, is not linear 

and will quickly approach a plateau in a well-defined TPE, as shown in Figure 1. 

 

 

Figure 1. Effect of the number of test locations on repeatability (i.e., selection accuracy). A single 

quantitative trait was simulated for 300 genotypes. The genotypes were tested at 1 to 30 

locations in two replications. Three different plot-level heritabilities and four different ranges 

of genetic correlations (shown top left of each figure) between the test locations were 

compared. Each scenario (number of environments x genetic correlation range x plot-level 

heritability) was simulated 50 times and observed repeatabilities are represented as boxplots 

for each of the 30 scenarios. 
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For a TPE with moderate to high genetic correlations between locations, we conclude: 

x If the number of test locations is low (e.g., 5 or lower), testing in an additional location 

can substantially increase repeatability. 

x If the number of locations is already high (e.g., 15 or higher), the increase in 

repeatability will be marginal, and this might not justify the costs associated with 

testing in an additional location. 

For a TPE that contains locations with moderate to high negative correlations, we conclude: 

x Increasing the number of test locations results only in a slow increase in repeatability. 

High repeatabilities are hard or impossible to achieve. 

x This might indicate that the TPE is not well-defined (too broad), and selection based on 

D�JHQRW\SHȇs mean across the entire TPE is not an optimal strategy to identify 

candidate varieties. 

 

General guidelines for efficient across-location trial designs 

In general, we can say that increasing the number of locations is advantageous over 

increasing the number of replicates per location. This applies to early-stage as well as late-

stage testing. However, depending on your current testing strategy, different approaches 

may be necessary to optimize your across-location designs: 

x If replicates can be freely reallocated, increase the number of locations and reduce the 

number of replicates within locations. Especially in early-stage trials, testing in multiple 

locations is a key prerequisite for an accurate selection of parents. 

x However, only reduce the number of replicates within locations if these replicates can 

be reallocated to additional test locations. If the number of locations cannot be 

increased, testing multiple replications within locations still increases repeatability2. 

 
2 Although testing multiple replicates per location still increases repeatability, testing more than 3-4 
replicates per location rarely pays off 
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x If the number of locations is low (e.g., up to 5), try to add more test locations. For small 

breeding programs with very few locations in particular, adding just one additional 

location can substantially increase the repeatability. 

x If the number of locations is already high (e.g., 10 or more), the increase in repeatability 

and genetic gain will be limited and resources might be better invested elsewhere.  

 

Ȋ7UDGLWLRQDOȋ�DFURVV-location designs assume that each genotype is tested at least once at 

each location. In that case, the number of test locations is restricted by the total number of 

replicates available per genotype. Sparse testing designs, however, allow us to test our 

genotypes at more locations than replicates per genotype are available.  

 

Sparse testing: a special case of multi-environment testing 

Sparse testing designs are multi-location (MET) designs in which not all varieties are tested at 

all locations (Figure 2). Sparse testing allows for the number of test locations to be higher 

than the number of replicates available per genotype. Therefore, it can be used to obtain a 

broader TPE sample and increase repeatability. We can make use of sparse testing designs 

in early-stage as well as late-stage testing. However, while late-stage trials usually test already 

at many locations, sparse testing is particularly useful in early-stage trials, where seed or 

planting material is limited. Likewise, it is ideal for participatory breeding, where each farmer 

can only test a small subset of the candidate varieties.  

An efficient sparse testing design, however, can be complex. It requires that genotypes are 

somewhat evenly spread across locations and that all genotypes are connected using a 

genomic relationship matrix to predict their value in the locations they were not tested in3.  

 
3 We strongly advise against using a pedigree matrix instead of a genomic relationship matrix for 
sparse testing, since pedigree relationships contain no information on the Mendelian sampling 
term. 
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This has the following reason: if the genotype is the unit of evaluation, to obtain information 

on its performance across multiple locations, the genotype itself has to be tested at all 

locations. However, if the marker allele becomes the unit of evaluation, most or all marker 

alleles (captured in haplotypes) will be tested at all locations, even if the individual genotypes 

are not. The mean performance of a genotype across all locations can then be predicted 

based on its marker genotype (its marker-based relationship with all other genotypes). 

 

 

Figure 2. Transition from an early-stage single-location augmented design (A) to a multi-location 

sparse testing design (B). Although genotypes are unreplicated, sparse testing allows testing 

the breeding germplasm in multiple locations. Connectivity between unreplicated genotypes 

in different locations is achieved using a genomic relationship matrix. Therefore, the marker 

allele (haplotype) becomes the unit of evaluation rather than the individual plant genotype. 

 

Sparse testing designs applied in early-stage testing provide a strong basis for accurate 

selection and reduction of the generation interval in breeding programs with genomic 

prediction. If you consider implementing sparse testing, we highly recommend that 

appropriate designs are planned in consultation with a biometrician. 

 



 

9  Design and analysis of field trials Ͱ 1. Practical guidelines 

Within-location design of plant breeding trials 

Replication within locations in early-stage and late-stage trials 

An overwhelming number of within-location (single-site) designs exist to optimize field trials 

for different numbers of genotypes and replicates, assumptions about field heterogeneity, 

different (incomplete) block sizes and arrangements, as well as different research questions. 

This makes it difficult to choose a suitable design at each stage of a breeding program. While 

a field trial is optimally designed in consultation with a biometrician, a rather pragmatic 

approach is required in programs where permanent biometric support is not available. 

Based on the replication level, within-location designs can be classified into three types: 

x Fully replicated 

x Partially replicated (p-rep) 

x Unreplicated  

 

 

Figure 3. A simplified example of a conventional testing strategy for a plant breeding program. At 

early stages (STG1 & STG2), a high number of genotypes is tested in unreplicated or partially 

replicated designs at a single or a few locations. At later stages (STG3 Ͱ STG5), a reduced 

number of genotypes is tested in 2-3 full replications at multiple locations using a randomized 

complete block design (RCBD) or an alpha-lattice. 
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Fully replicated (multi-location) designs, such as randomized complete block designs (RCBD) 

or incomplete block designs are common at late-stage trials. Partially replicated and 

unreplicated designs in one or a few locations are common at early-stage trials (Figure 3). It 

should be noted, however, that this categorization is not written in stone. Partially replicated 

or unreplicated designs, for example, can also be efficiently applied in late-stage testing. 

 

General guidelines for efficient within-location trial designs 

Often, there is a competition between the number of replicates tested per location (within-

location design) and the number of test locations (across-location design). As shown above, 

testing in more locations within the TPE is in general advantageous over testing more 

replicates within fewer locations. Therefore, a good within-location design is 

characterized by a replication level that allows maximization of the number of test 

locations.  

 

Guidelines for early-stage within-location designs 

The choice of an efficient within-location design for early-stage breeding trials depends on 

the number of replicates available per genotype. You may use: 

x Augmented design with 5-10% check plots if the genotypes cannot be replicated. 

x Partially replicated design (p-rep) with a 5-10% replication level if some genotypes 

can be replicated. 

x Multi-location augmented or p-rep design if all genotypes can be replicated. If a p-

rep design is used, different genotypes may be replicated at all locations (if possible). 

x A sparse augmented design or a sparse p-rep design to further increase the number 

of test locations. This also allows multi-location testing even if the individual genotypes 

cannot be replicated. Note that sparse testing requires the utilization of a genomic 

relationship matrix (see sparse testing section). 
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For augmented and p-rep designs, randomization of (partially replicated) genotypes and/or 

check genotypes is mostly sufficient to ensure a robust design. While more sophisticated 

designs can be more efficient, the differences are often small and of secondary importance 

in practice (Hoefler et al. 2020). Optimized designs, however, often come at no extra cost and 

therefore it is advisable to make use of them, if possible. Modern software solutions which 

generate optimal or near-optimal model-based designs include: 

x OD (Butler 2019): R package (free). 

x DiGGer (Coombes 2020): R package (free). 

x CycDesigN (VSN): standalone; implemented in the Breeding Management System 

(BMS) software suite (licensed). 

Examples on how to generate experimental designs using OD and DiGGer will be made 

available here. 

Guidelines for late-stage within-location designs 

In the late stages of a plant breeding program, resources often allow for fully replicated 

testing in many locations. If all genotypes can be tested in at least two replicates at each 

location, you may use a common, established design of choice: 

x Depending on the number of genotypes and the expected field heterogeneity, a 

randomized complete block design (RCBD) or an incomplete block design such as an 

alpha-lattice are robust within-location designs. 

x Modern software solutions which generate optimal or near-optimal model-based 

designs, such as OD, DiGGer, and CycDesigN, might further improve the efficiency of a 

fully replicated design. 

x No additional check genotypes to control for spatial variation are necessary. 

x Testing more than 3 or 4 replications per location hardly pays off and therefore should 

be avoided. 

https://gitlab.com/excellenceinbreeding/module2
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x If the number of test locations is below 8-104, the number of replicates per location 

may be reduced to enable testing in more locations. Sparse testing can be used if the 

WRWDO�QXPEHU�RI�UHSOLFDWHV�SHU�JHQRW\SH�GRHVQȇW�DOORZ�WHVWLQJ�DOO�JHQRW\SHV�LQ�DOO�

environments (or if testing resources are limited). 

 

 

Figure 4. Comparison of different multi-environment testing strategies concerning the number of 

test locations and the number of replications per location. From left to right the number of 

replications per location (color of the squares) is gradually reduced while the number of test 

locations (number of rows) is increased. When a sparse testing strategy is used, a genomic 

relationship matrix is required to ensure connectivity between genotypes not tested in the 

same environment. 

 

 
4 Consider this a ballpark figure. As shown in Figure 1, the repeatability (and hence selection 
accuracy) approaches a plateau with an increasing number of environments. This trend depends on 
the genetic correlations between the tested environments (TPE). If the TPE is well-defined, less than 
8-10 environments may be sufficient. While the optimal balance between repeatability and testing 
resources depends on the situation, 8-10 environments may be a reasonable reference number for 
many CGIAR breeding programs. 



 

13  Design and analysis of field trials Ͱ 1. Practical guidelines 

How many checks are needed? 

Check genotypes fulfill several purposes in plant breeding trials. Breeders may use: 1) several 

benchmark varieties and local check genotypes to guide variety development; 2) dynamically 

stable check genotypes to connect trials across environments and measure genetic gain over 

time; and 3) replicated check genotypes to obtain an estimate of the residual variance. 

Here, we will only provide guidelines on check strategies to obtain an estimate of the residual 

variance5. For a detailed description of how to optimize your check strategy, see the EiB 

manual on Estimating surrogates of genetic value. 

x Unreplicated designs (e.g., augmented design): use 5-10% of the plots for replicated 

check genotypes. Checks can be randomly assigned to plots. A (model-based) design 

can be used to optimize check allocation. For example, an early-stage trial consisting of 

1000 plots may test 950 unreplicated genotypes and allocate 50 plots to 3-4 check 

genotypes. An advanced trial consisting of 50 plots may test 40 unreplicated genotypes 

and allocate 10 plots to 4-5 check genotypes. 

x P-rep designs: use 5-10% of the plots for partially replicated genotypes. These 

genotypes can be randomly assigned to plots. A (model-based) design can be used to 

further check allocation. Additional check genotypes are not necessary to obtain an 

estimate of the residual. In multi-location p-rep designs, replicate different genotypes 

at different locations (if possible). For example, a 1.1 p-rep early-stage trial consisting of 

1000 plots may test 800 unreplicated genotypes (800 plots) and 100 replicated 

genotypes (200 plots). A 1.4 p-rep advanced consisting of 50 plots may test 30 

unreplicated genotypes (30 plots) and 10 replicated genotypes (20 plots). 

x Fully replicated designs (e.g., RCBD, alpha-lattice): the residual variance is estimated 

based on all replicated genotypes. Additional check genotypes are not necessary. 

 
5 These guidelines assume that a linear mixed model is used for trial data analysis (see below) and 
do not apply if a traditional ANOVA-based model is used. 

https://excellenceinbreeding.org/sites/default/files/manual/EiB_M2_Surrogates%20genetic%20value_09-10-20.pdf
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Field trial analysis and evaluation of genotype-by-
environment (GxE) interaction 

Linear mixed models: the gold standard for the analysis of field trials 

All guidelines presented in this manual assume that linear mixed models are used for field 

trial analysis. Linear mixed models enable flexible and accurate analysis of complex 

experimental data sets which makes them the gold standard of statistical analysis in plant 

breeding.  

Compared to the traditional fixed linear (ANOVA) model, they offer multiple advantages, such 

as: 

x Joint estimation of fixed effects and prediction of random effects. 

x Accommodation of unbalanced (incomplete) data (i.e., not all genotypes are tested at 

all locations and/or years, or genotypes are tested at different replication levels) 

x Flexible variance and covariance structures to model genetic effects, non-genetic 

effects, and genotype-by-environment interaction effects. 

x Correlations (relationship) between genotypes can be exploited using a pedigree or 

genomic relationship matrix. 

Common free and licensed Linear Mixed Model software solutions include: 

x ASReml-SA (Gilmour et al. 2021): standalone (licensed). 

x ASReml-R (Butler 2020): R package (licensed). 

x sommer (Covarrubias-Pazaran 2018): R package (free and open source). 

x lme4 (Bates et al. 2015): R package (free and open source). 

x SAS (SAS Institute Inc.): standalone (licensed). 
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General guidelines for the analysis of field trial data 

While finding the model with the best fit always depends on the dataset, a few general 

guidelines lay the foundation for a good and robust modeling approach. We suggest, 

however, that the design and the analysis of your field trials are planned and conducted with 

a biometrician, since a complete overview cannot be given here. 

Guidelines for the analysis of single-location field trial data 

x Variety candidates (unreplicated and replicated) are modeled as random effects. This is 

consistent with the aim of selection in early-stage trials (A. B. Smith, Cullis, and 

Thompson 2005) and allows for utilization of a pedigree or genomic relationship 

matrix. 

x Check genotypes are modeled as fixed effects. They are not part of the breeding 

population and should be excluded when the genetic variance is estimated.  

x Blocking factors (e.g., blocks, rows, and columns) are modeled as random effects 

(unless the number of factor levels is extremely low, in which case modeling as a fixed 

effect may be preferable). Make sure you keep track of row and range (column) 

information!  

x A spatial term often enables improved modeling of residual effects by assuming a 

correlation structure of the residual across the experimental field. The two-

dimensional autoregressive model (AR1:AR1; Gilmour et al. 1997) has proven to be an 

efficient and robust standard procedure.  

x ΖQFOXGLQJ�WKH�ȊQXJJHWȋ��UDQGRP�HUURU�WHUP��DGGLWLRQDO�WR�D�FRUUHODWHG�UHVLGXDO�WHUP�

(e.g., AR1:AR1) might also improve model fit.  

x Strictly speaking, it is advisable to include blocking factors, correlation structures, and a 

nugget only if they improve model fit. In practice, however, they often improve the 

model and rarely result in a substantially reduced model fit. Nevertheless, we advocate 

a comparison of different models (if possible). 
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A general note on the analysis of multi-location (MET) field trial data and modelling 

genotype-by-environment interaction. 

The analysis of multi-environment trials is more complex than the analysis of a single-location 

trial. While the same guidelines apply to the analysis of each environment individually (year 

x location combination), combining the data from multiple environments using a single-step 

or two-step approach requires a suitable GxE interaction model. This cannot be covered here 

in detail, and only a very brief overview of the most common GxE interaction models will be 

given. For a more detailed introduction on modeling GxE interaction effects see, for example, 

van Eeuwijk et al. (2001), Smith, Cullis, and Thompson (2005), and Smith and Cullis (2018). 

Commonly used GxE interaction models include: 

x Compound symmetry (Fig. 5A) 

x Unstructured model (Fig. 5B) 

x Factor analytic (FA) model  

 

 

 Figure 5. Variance-covariance structure of the compound symmetry model (A) and the unstructured 

model (B), two commonly used structures to model genotype-by-environment (GxE) 

interaction in multi-environment trials. GxE interaction is conceptualized to be the result of an 

imperfect genetic correlation between environments. Models differ in the number of 

variances and covariances to be estimated. While models with more variance components 

allow more realistic modeling, they are also computationally more demanding, which can 

result in convergence issues. 
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The compound symmetry model allows for fast and efficient analysis of MET data if we can 

assume a uniform genetic variance and GxE interaction variance within all environments, as 

well as a uniform genetic covariance between all environments, respectively. While the 

assumption of homogeneous variances is in most cases rather unrealistic, the compound 

symmetry model might be useful as a baseline model and to obtain a first, rough idea of how 

much GxE interaction variance there is. More complex models, however, are in general better 

suited for MET data. 

The unstructured model fits a unique genetic variance for each environment and a unique 

genetic covariance between each combination of two environments. Therefore, it provides a 

realistic representation of trials conducted in multiple environments and also allows to 

predict environment-specific performance. However, when the number of environments is 

high, solving an unstructured model becomes computationally challenging and may produce 

many singularities due to the high number of variance components to be estimated (i.e., it 

may not converge). 

Factor analytic models provide a good balance between modeling complexity, efficiency, 

and model validity. Factor analytic models allow approximating the unstructured model in an 

astute and creative way which requires substantially fewer variance components to be 

estimated. As a result, factor analytic models have become very popular and are generally a 

good choice. Their interpretation, on the other hand, is a bit more complex and requires 

some experience.  

8QIRUWXQDWHO\��WKHUH�LV�QR�ȊRQH�VL]H�ILWV�DOOȋ�PRGHOOLQJ approach to streamline the analysis of 

ILHOG� WULDO�GDWD��)LQGLQJ� WKH� ȊEHVWȋ�DSSURDFK� UHTXLUHV�D�FRPSDULVRQ�RI�GLIIHUHQW�PRGHOV� WR�

identify a model that combines a good model fit and computational efficiency. Furthermore, 

the objective of the field trial dRHV�DOVR�SOD\�D�UROH��3UHGLFWLQJ�D�JHQRW\SHȇV�SHUIRUPDQFH�LQ�

YDULRXV� HQYLURQPHQWV� ZLOO� UHTXLUH� D� GLIIHUHQW� PRGHO� WKDQ� SUHGLFWLQJ� D� JHQRW\SHȇV� PHDQ�

performance across the entire TPE. Therefore, the analysis of multi-environment trials is best 

done by an experienced biometrician. 
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The genomic relationship matrix: a game-changer 

Whole-genome genotyping and the potential to calculate marker-based relationships has 

fundamentally changed plant breeding. Although mainly seen as a prerequisite for genomic 

selection strategies, a genomic relationship matrix6 can also be used to improve various 

components of a plant breeding program, field trials, and their analysis included. 

When we connect our tested breeding material based on marker information, the marker 

allele becomes the unit of evaluation rather than the individual plant genotype. This has a 

important implication for the genetic evaluation: if two individuals share a large fraction of 

marker alleles, they are considered highly related. Related individuals can be considered 

as partial replications, and a high genomic relationship means that we can borrow a lot of 

extra information from a relative. This is a huge advantage, especially in early stages of a 

breeding program where individual plant genotypes are often unreplicated. When we 

introduce a genomic relationship matrix, information from many more or less closely related 

individuals across the entire field trial can be exploited.  

In the case of a single population tested in a single environment, this can already result in a 

substantial increase in repeatability and selection accuracy. However, if we combine 

information from different crossing generations tested across multiple locations and years, 

we can build a training population that provides the basis for an efficient genomic selection 

strategy. Increased selection accuracies and reduced generation intervals are only two of the 

many advantages arising from this. 

For most species, mid-density genotyping platforms with a few thousand markers are already 

available and become more and more affordable. Exploiting genomic information can be a 

game-changer and key driver of increased genetic gains in your breeding program. 

 
6 Marker information can be exploited either on the individual marker level (RR-BLUP; prediction of 
individual marker allele effects) or using a marker-based relationship (G-BLUP; all marker alleles are 
used to predict the relationship between individuals). Since both models are equivalent (under 
certain conditions), they are used somewhat interchangeably here. 
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